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Introduction

Representation theory is the branch of mathematics that studies groups and related
algebraic structures via their actions on vector spaces. A representation of a group is
nothing more than a linear action of said group on a vector space. Since its inception
in the late 19th century, representation theory has found numerous applications,
ranging from particle physics to number theory.

In number theory in particular, the representation theory of Galois groups is at the
center of the Langlands program, a vast collection of conjectures and ideas relat-
ing all kinds of different types of representations, originally formulated by Robert
Langlands in a letter to André Weil [Lan67]. Central to the Langlands program is
the apparent connection between representations of Galois groups and the groups
GLn over certain fields. Most of Langlands’ original work dealt with representa-
tions where the underlying vector space was over the field of complex numbers. In
recent years, there have been strides to formulate and prove analogous statements
for representations over positive characteristic fields, known as the mod p Langlands
correspondence. The starting point was a 1994 paper by Laure Barthel and Ron
Livné [BL94], in which the authors gave a partial classification of certain irreducible
representations of the group GL2(F ) over Fp, where F is a finite extension of Qp,
the field of p-adic numbers. It turns out that these can be built out of irreducible
representations of a different group, namely GL2(Fq), for q a power of p. In 2003,
Christophe Breuil published a paper [Bre03] completing the classification in the
case F = Qp, and used it to formulate and prove a version of the mod p Langlands
correspondence for GL2(Qp).

As mentioned, the irreducible representations of GL2(Fq) over fields of characteristic
p were the starting point for creating representations of GL2(F ), and it is therefore
no surprise that the first proposition appearing in Barthel and Livné’s paper is a
classification of these representations. Our goal in this thesis will be to prove this
classification and hopefully along the way expose the reader to the different ideas
and techniques that are still important to this day in representation theory. Barthel
and Livné’s proof is only a few lines long. This is because the classification can
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be seen an easy consequence of a very general and powerful theorem from modular
representation theory. Instead, we have opted for a more direct proof based on the
outline given in [BR]. The author is grateful to Laurent Berger for his permission
to use these notes.

In Chapter 1, we will start with a general analysis of some of the properties of
the group GL2(Fq), including its characters and special subgroups. Chapter 2 is
dedicated to introducing all the necessary representation theory. Section 2.1 deals
with the basic definitions and results, including the Jordan-Hölder theorem and a
few lemmas on positive characteristic representations, before moving on to the more
specialized topics like contragredients and induced representations in Section 2.2
and tensor products in Section 2.3. In Chapter 3 we prove the main classification
for the group GL2(Fp). We start off in Section 3.1 by defining the representations
which will occur in the classification, the symmetric tensor powers, and prove they
are irreducible and distinct. Then in Section 3.2, we will introduce a new type
of representation, the parabolic inductions, which have the special property that
their irreducible quotients are always a symmetric tensor power. The final steps are
then taken in Section 3.3, combining the results from all the previous sections to
finally prove the classification. Chapter 4 deals with generalizing the results from
the previous chapter to the group GL2(Fq), and is structured similarly. Lastly, in
Chapter 5 we define the p-adic numbers, integers and certain groups of matrices
over these. We then briefly show how representations of these matrix groups are
related to those of GLn(Fp).
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1 The group GL2

In this chapter we analyze some of the properties of the group GL2 over a finite field
that will be useful to us in the coming sections. We begin with a result from basic
algebra.

Lemma 1.0.1. Let E be a field. Then any finite subgroup of E× is cyclic. Fur-
thermore, if E is finite, then any homomorphism E× → E× is of the form a 7→ ar

for some integer r.

Proof. See [Lan02, Ch. IV, Theorem 1.9] for the first part. The second part follows
from the first via the fact that the image of a generator g of E× is of the form gr,
hence any element gs gets mapped to (gr)s = (gs)r.

Recall that for any prime p and prime power q = pn there is a unique field (up to
isomorphism) with q elements, denoted by Fq, which is the splitting field of xq − x
over Fp = Z/pZ (see [Lan02, Ch. V, Theorem 5.1] for instance).

Next, we define some special subgroups of the group GL2(Fq) which will play an im-
portant role in what follows. Namely, we let B =

{(
a b
0 d

)
| a, d ∈ F×q , b ∈ Fq

}
denote

the subgroup of upper triangular matrices, U =
{(

1 b
0 1

)
| b ∈ Fq

}
the subgroup of

upper triangular matrices with ones on the diagonal, and T =
{(

a 0
0 d

)
| a, d ∈ F×q

}
the diagonal matrices. We also define the element w = ( 0 1

1 0 ). We have the following
results regarding homomorphisms of these groups.

Proposition 1.0.2. Every homomorphism χ : B → F×q is of the form χ
(
a b
0 d

)
=

ards for integers r, s. If we denote this homomorphism by χr,s, then χr,s = χr′,s′

if and only if q − 1 divides both r − r′ and s− s′.

Proof. We have a homomorphism F×q → B given by a 7→ ( a 0
0 1 ). By Lemma 1.0.1,

composing this map with χ must give a map of the form a 7→ ar, showing that
χ ( a 0

0 1 ) = ar for some integer r. A similar reasoning shows that χ
(
1 0
0 d

)
= ds for
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some integer s. The subgroup U has order q, which is coprime to #F×q = q − 1, so
we must have χ|U = 1. Hence for arbitrary

(
a b
0 d

)
∈ B, we find that

χ

(
a b
0 d

)
= χ

((
a 0
0 1

)(
1 0
0 d

)(
1 a−1b
0 1

))
= ards.

For the second assertion, it is immediate that if q− 1|r− r′, s− s′ then χr,s = χr′,s′ .
For the converse, assume that χr,s = χr′,s′ and let a be a generator of F×q . Then

ar = χr,s ( a 0
0 1 ) = χr′,s′ ( a 0

0 1 ) = ar
′
, hence q − 1|r − r′. The same reasoning shows

that q − 1|s− s′.

To analyze the homomorphisms of GL2(Fq), we need the following.

Proposition 1.0.3 (Bruhat decomposition). We have that [GL2(Fq) : B] = q+1,
and GL2(Fq) = B ∪ UwB.

Proof. For the first part, note that all elements of GL2(Fq) are found by first picking
any of the q2−1 nonzero vectors in F2

q for the first column, and then any of the q2−q
vectors not in the span of the first for the second column, giving (q2 − 1)(q2 − q)
options. For an element of B, we can pick any nonzero values for the upper left and
lower right entries, and any value for the upper right entry, giving q(q−1)2 options.
Hence [G : B] = #G/#B = q + 1.

For the second assertion, let g =
(
a b
c d

)
∈ GL2(Fq). If c = 0 then g ∈ B, and

otherwise

g =

(
1 ac−1

0 1

)
w

(
c d
0 b− adc−1

)
∈ UwB.

Proposition 1.0.4. Every homomorphism χ : GL2(Fq) → F×q is of the form
χ(g) = det(g)r for an integer r.

Proof. By Proposition 1.0.2 we know that χ|B = χr,s for some integers r, s. We
first show χ(w) = det(w)r. If p = 2, then since w2 = ( 1 0

0 1 ), we have χ(w)2 = 1
and hence χ(w) = 1. If p 6= 2, the matrix S =

(−1 1
1 1

)
is invertible and we have

w = S
(−1 0

0 1

)
S−1. Thus χ(w) = χ(S)χ

(−1 0
0 1

)
χ(S)−1 = (−1)r = det(w)r. Now let

a ∈ F×q be a generator. Then we have that

ar = χ(w)χ

(
a 0
0 1

)
χ(w) = χ

(
w

(
a 0
0 1

)
w

)
= χ

(
1 0
0 a

)
= as

and it follows that q − 1|r − s. So χ|B = χr,r, meaning that χ(h) = det(h)r for
h ∈ B. If g ∈ GL2(Fq), but g 6∈ B, we know by Proposition 1.0.3 that we can
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write g = uwh for u ∈ U , h ∈ B. In this case we find χ(g) = χ(u)χ(w)χ(h) =
det(u)rdet(w)rdet(h)r = det(g)r.
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2 A crash course in representa-
tion theory

In this chapter we introduce the necessary results from representation theory for
understanding and proving our main theorems. We start of with the basics, before
moving on to the more complicated topics like induction and tensor products. Most
of the material is standard and can be found in any book on representation theory,
like [Ser77] and [FH04].

In the remainder of this chapter, E will denote an arbitrary field and G an arbitrary
group.

§2.1 Basic definitions and results

We of course start of with the most important definition.

Definition 2.1.1. A representation of G over E is a pair (ρ, V ), where V is a
vector space over E and ρ : G→ AutE(V ) is a group homomorphism.

In other words, it is a linear action of G on V . The dimension of the underlying
vector space V will be referred to as the dimension of the representation.

Remark 2.1.2. There are a few remarks to be made about the definition above.
Firstly, if the field E is clear from context or not important for the discussion, we
will often speak simply of a representation of G. Secondly, while a representation
is now formally a pair (ρ, V ), we will often talk about ‘the representation ρ’ or ‘the
representation V ’ when the underlying space or the homomorphism, respectively, is
clear from context.

Example 2.1.3. Suppose G acts on a set X, and denote the action by (g, x) 7→ g · x.
Take V = E(X) to be the free vector space on X, consisting of finite formal
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E-linear combinations of elements of X. Define a map ρ : G → AutE(V ) by
ρ(g)

(∑
x∈X axx

)
=
∑

x∈X ax(g · x). Then (ρ, V ) is a representation of G. The
special case when G acts on itself by left multiplication is known as the regular
representation of G (see [Ser77, Section 2.4] for why it is so special, at least when
G is finite and E = C).

Now that we have defined a representation, the next thing is to define what subrepre-
sentations and homomorphisms of representations should be.

Definition 2.1.4. Let (ρ, V ) be a representation of G. A subspace W ⊂ V
is called (G-)stable if ρ(g)W = W for all g ∈ G. In this case ρ gives rise
to a homomorphism ρ : G → AutE(W ), and the pair (ρ,W ) is then called a
subrepresentation of V .

Just as with representations themselves, we will often refer to W itself as the subrep-
resentation. The whole space V and the trivial subspace 0 are always subrepresenta-
tions. An interesting case is when these are the only ones.

Definition 2.1.5. A representation is called irreducible if it has exactly 2 sub-
representations.

Note that the 0 representation is not irreducible. Irreducible representations are
special because they are in some sense the ‘building blocks’ of all representations.

Example 2.1.6. Let G be a nontrivial finite group and let (ρ, V ) be the regular
representation from Example 2.1.3. Then the span of

∑
g∈G g is a nontrivial sub-

representation, so the regular representation is not irreducible.

Lastly, we give the notion of a homomorphism between representations.

Definition 2.1.7. Let (ρ, V ) and (τ,W ) be representations of G. A (G-)homo-
morphism from V to W is a linear map S : V →W such that S ◦ ρ(g) = τ(g) ◦S
for all g ∈ G. An isomorphism is a bijective homomorphism. The space of
homomorphisms is denoted by either HomG(V,W ) or HomG(ρ, τ).

We also call a linear map satisfying this condition (G)-equivariant. As usual, if
there exists an isomorphism V → W , these representations are called isomorphic,
denoted as V ∼= W . Typical problems in representation theory are to classify the
irreducible representations of a finite group up to isomorphism. Our goal is of this
form as well.

From now on, we will assume that all our representations are finite dimensional. The
reason is that we are interested in the irreducible representations of finite groups,
and an infinite dimensional representation of a finite group can never be irreducible:
given a representation (ρ, V ), one can pick any nonzero v ∈ V , and look at the
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span of {ρ(g)v | g ∈ G}. This is a nonzero subrepresentation of V , and it is finite
dimensional if G is finite.

We now briefly mention a few important consequences of the above definitions.

Proposition 2.1.8. The following properties hold:

• The image and kernel of a homomorphism are subrepresentations. Further-
more, if the domain and codomain are the same representation, then the
eigenspace of any eigenvalue is also a subrepresentation.

• Given a subrepresentation W of (ρ, V ), the map ρ̄(g) : V/W → V/W defined
by ρ̄(g)(v mod W ) = ρ(g)v mod W is a well-defined automorphism, giving
rise to the quotient representation (ρ̄, V/W ).

• If S : V → W is a G-homomorphism, then S induces a G-isomorphism
V/ kerS → imS.

These follow from the analogous statements for modules over a ring and from the
fact that a representation of G is the same as a module over the group ring E[G]
(see [Lan02, Ch. XVIII, §1]). An immediate, but important consequence of the first
property is the following.

Proposition 2.1.9 (Schur’s lemma). Suppose V and W are representations of G,
and S : V →W is a nonzero G-homomorphism.

• If W is irreducible, then S is surjective.

• If V is irreducible, then S is injective.

• If V and W are both irreducible, then S is an isomorphism.

Proof. The image of S is a nonzero subrepresentation of W , so imS = W if W is
irreducible. Likewise, the kernel is a proper subrepresentation of V , so kerS = 0 if
V is irreducible. The last assertion follows from the previous two.

We will continuously make use of the previous two propositions without explicitly
referring back to them.

As mentioned before, the irreducible representations of a group are in some sense
the building blocks of all representations. The irreducible representations making
up a given representation are called its irreducible constituents. More precisely, let
V 6= 0 be a representation. Define the multiset Irr(V ) recursively as follows: if V
is irreducible, Irr(V ) = {V }. Otherwise, by induction on the dimension it follows
that any nonzero representation contains an irreducible subrepresentation, so let
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W ⊂ V be as such. Then we set Irr(V ) = {W} ∪ Irr(V/W ). The Jordan-Hölder
theorem says that the resulting multiset Irr(V ) does not depend on the choice of
irreducible subrepresentation at each step. We will only need a special case of this
theorem, namely when the representation has two irreducible constituents. Such a
representation is said to have length 2. A proof of the more general statement can
be found in [Eti+11, Theorem 3.7.1], albeit formulated in a slightly different way
than here.

Theorem 2.1.10 (Jordan-Hölder for length 2). Let (ρ, V ) be a representation,
such that it has an irreducible subrepresentation W for which V/W is likewise
irreducible. Let W ′ ⊂ V be any irreducible subrepresentation. Then V/W ′ is
again irreducible, and either W ∼= W ′ and V/W ∼= V/W ′, or W ′ ∼= V/W and
V/W ′ ∼= W .

Proof. Consider W ∩W ′. It is a subrepresentation of both W and W ′, which are
irreducible. Thus if W ∩W ′ 6= 0, we must have W = W ∩W ′ = W ′ and therefore
also V/W = V/W ′. If instead W ∩W ′ = 0, the natural maps W → V/W ′ and
W ′ → V/W are injective, since they both have kernel W ∩W ′. In particular the
map W ′ → V/W is nontrivial and because V/W is irreducible, it is surjective. Hence
W ′ ∼= V/W , from which it also follows that dim(W ) = dim(V/W ′). Consequently,
the injective map W → V/W ′ must also be surjective, so W ∼= V/W ′.

Corollary 2.1.11. Let (ρ, V ) be a representation of length 2. Then any quotient
of V by a nontrivial proper subrepresentation is irreducible and isomorphic to an
irreducible constituent of V .

Proof. Let W ′ ⊂ V be a nontrivial proper subrepresentation. Let W ⊂ W ′ be an
irreducible subrepresentation. Then we have a nontrivial surjective map V/W →
V/W ′, and by Theorem 2.1.10 the domain is irreducible, so the map is also injective,
and therefore an isomorphism. Thus IrrV = {W,V/W} = {W,V/W ′}, so V/W ′ is
an irreducible constituent.

Remark 2.1.12. It is not generally true that two representations with the same
irreducible constituents are isomorphic. A simple counterexample is to let G = Z/pZ
and V = F2

p with the trivial action (i.e. ρV (g)v = v for all g ∈ G and v ∈ V ), and

W = F2
p with the action ρW (g)w =

(
1 g
0 1

)
w. If we let M denote the one-dimensional

representation with the trivial action of G, then Fp ( 1
0 ) ⊂W is a subrepresentation

isomorphic to M whose quotient is also isomorphic to M , so IrrW = {M,M}. But
the same is true for V , even though V and W are not isomorphic. However, the
claim that the irreducible constituents determine the representation is true when
the order of G is not divisible by the characteristic of the underlying field E. This
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follows from a result known as Maschke’s theorem ([Lan02, Ch. XVIII, Theorem
1.2]).

We end this section with two lemmas about representations over Fq of certain
groups. For the first of these we require a new definition.

Definition 2.1.13. Let (ρ, V ) be a representation of G. Then the space of G-
invariants is V G := {v ∈ V | ρ(g)v = v for all g ∈ G}.

Said differently, V G is the largest subspace thatG acts trivially on.

Lemma 2.1.14. Let H be a finite p-group and (ρ, V ) a nonzero representation of
H over Fq. Then V H 6= 0.

Since 0 ∈ V H , the assertion of the lemma is that there is always a nonzero vector
which is fixed by every element of the group.

Proof. Because H acts on V by invertible linear transformations, it acts on V \ {0}.
Denote by Orb(v) := {ρ(h)v | h ∈ H} and Stab(v) = {h ∈ H | ρ(h)v = v} the orbit
and the stabilizer of v ∈ V \ {0}, respectively. Then V \ {0} is the disjoint union
of the different orbits, and hence the size of V \ {0} is the sum of the orbit sizes.
Since #(V \ {0}) = qdimV − 1 is not divisible by p, there must be a vector v 6= 0 for
which #Orb(v) is not divisible by p. But by the orbit-stabilizer theorem, we have
#Orb(v) ·#Stab(v) = #H, so #Orb(v) is a power of p. The only such power which
is not divisible by p is p0 = 1, which precisely means that v ∈ V H .

Lemma 2.1.15. Let H be an abelian group such that every element has order
dividing q − 1. Then any irreducible representation of H over Fq has dimension
1.

Proof. Suppose (ρ, V ) is an irreducible representation of H over Fq. Let h ∈ H.
Because hq = h, we also have ρ(h)q = ρ(h), so the minimal polynomial of ρ(h)
divides xq − x =

∏
α∈Fq

(x− α). In particular the minimal polynomial has a linear
factor. By the Cayley-Hamilton theorem, the minimal polynomial divides the char-
acteristic polynomial. Hence the latter also has a linear factor, meaning that ρ(h)
has an eigenvalue λ.

Because H is abelian, for any g ∈ H we have ρ(g)ρ(h) = ρ(h)ρ(g), thus ρ(h) is
an H-homomorphism V → V . It follows that the eigenspace ker(ρ(h) − λ · Id) is
a nonzero subrepresentation of V , so it must be the whole space. This means that
ρ(h) = λ · Id. Because h was arbitrary, we see that any element acts as scalar
multiplication. But this implies that any subspace is stable; hence V must not have
any nontrivial subspaces, showing that V is one-dimensional.
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§2.2 Contragredient and induced representations

Recall that for a vector space V over E, the dual space V ∗ := Hom(V,E) is the
space of all linear functionals on V . If W is another vector space and A : V →W a
linear map, its transpose is the map Aᵀ : W ∗ → V ∗ given by Aᵀψ = ψ◦A. It has the

property that for a chain of linear maps X
A→ V

B→W , we have (A ◦B)ᵀ = Bᵀ ◦Aᵀ.
Given now a representation of G, we can use the dual space the construct a new
representation.

Definition 2.2.1. Let (ρ, V ) be a representation of G. The contragredient rep-
resentation is the representation (ρ∗, V ∗) where ρ∗ is defined by

ρ∗(g) = ρ(g−1)ᵀ.

In other words, if ψ ∈ V ∗ and g ∈ G, then ρ∗(g)ψ is the functional ψ ◦ ρ(g−1). The
inverse on g is necessary to make this a representation, because transposing reverses
the direction of composition: indeed, for g, h ∈ G we have

ρ∗(gh) = ρ(h−1g−1)ᵀ = (ρ(h−1)ρ(g−1))ᵀ = ρ(g−1)ᵀρ(h−1)ᵀ = ρ∗(g)ρ∗(h).

It is immediate from the definition that if V and W are representations and S : V →
W is a G-homomorphism, then so is Sᵀ : W ∗ → V ∗.

If H ⊂ G is a subgroup, we would like to be able to turn representations of G
into representations of H, and vice versa. For the former, the obvious choice is to
associate to a representation (ρ, V ) of G its restriction (ρ|H , V ). Turning a repre-
sentation of H into a representation of the full group G requires a bit more work.
Ideally, we would want to do this in a way that is ‘inverse’ to the restriction. Of
course, this is impossible, since we lose too much information when restricting. In-
stead, we try to find something that is as ‘close as possible’ to an inverse in some
sense (i.e. it is adjoint to restriction).

Definition 2.2.2. Suppose G is finite, H ⊂ G a subgroup, and (ρ, V ) a repre-
sentation of H. The induced representation (IndGHρ, IndGHV ) is given by

IndGHV = {f : G→ V | f(hx) = ρ(h)f(x) for all h ∈ H,x ∈ G}

with the action defined by letting IndGHρ(g)f be the function defined by

IndGHρ(g)f : x 7→ f(xg).

We will also denote this function as f( g)

Finiteness of G guarantees that the space of all functions G → V is finite dimen-
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sional, so certainly IndGHV is as well. We will check that this is in fact a repre-
sentation. To avoid clutter, for now we write ρ′ for IndGHρ. Then for g1, g2, x ∈
G and f ∈ IndGHV we have that (ρ′(g1g2)f)(x) = f(xg1g2) = (ρ′(g2)f)(xg1) =
(ρ′(g1)ρ

′(g2)f)(x), as desired. Seeing as H acts on G by left multiplication and H
acts on V via ρ, we can think of IndGHV as being precisely those functions G → V
which ‘preserve’ the action of H.

Example 2.2.3. If H = G, then for f ∈ IndGHV we have f(g) = ρ(g)f(e) for any
g ∈ G, where e ∈ G is the identity. Consequently, the map IndGHV → V given by
f 7→ f(e) is an isomorphism of representations.

Example 2.2.4. If H = {e} and V is the unique one-dimensional representation of H,
then IndGHV is isomorphic to the regular representation E(G) described in Example
2.1.3 via the map f 7→

∑
g∈G f(g−1)g. More generally, if we let H be any subgroup

and V the trivial one-dimensional representation of H, then IndGHV is isomorphic
to E(G/H), where G acts on G/H by (g, g′H) 7→ (gg′)H.

Before moving to the important result that this is indeed the ‘best possible way’ to
undo the restriction, we make the following remarks. Let {αi} for i = 1, . . . , [G : H]
be a system of representatives for the right-cosets H\G. Then a function f ∈ IndGHV
is entirely determined by the values f(αi). Indeed, for g ∈ G we can write g = hαi
for some i ∈ {1, . . . , [G : H]} and h ∈ H, and then f(g) = f(hαi) = ρ(h)f(αi).

An immediate consequence of this is that the map IndGHV →
⊕[G:H]

i=1 V given by
f 7→ f(αi) is injective. It is also surjective: for any set of [G : H] elements vi ∈ V ,
we can define f : G → V by f(hαi) = ρ(h)vi for 1 ≤ i ≤ [G : H] and h ∈ H. Then
f ∈ IndGHV and f(αi) = vi. As a consequence, we find that dim IndGHV = [G :
H] · dimV .

The above shows that in some sense, the induced representation is built out of
copies of V . One can also check that the action of G permutes these copies of
V . Given a representation (τ,W ) of G, we might therefore hope that we can use
this decomposition and the action of G to turn H-homomorphisms V → W into
G-homomorphisms IndGHV → W . In fact, the following theorem tells us exactly
this!

Theorem 2.2.5 (Frobenius reciprocity). Let G be a finite group, H ⊂ G a sub-
group. Furthermore, let (τ,W ) be a representation of G, and (ρ, V ) a represen-
tation of H. Then there is a natural injective linear map

HomH(ρ, τ |H) ↪→ HomG(IndGHρ, τ).

This injection is in fact an isomorphism, but seeing as we do not need this full
statement, we will only prove the weaker version stated above.
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Proof. Just as before, fix a set of representatives {αi} forH\G. For S ∈ HomH(ρ, τ |H),
define the map S̃ : IndGHV →W by

S̃(f) =

[G:H]∑
i=1

τ(α−1i )S(f(αi)).

Then S̃ is a linear map. To show it is G-equivariant, we will first show it is inde-
pendent of the choice of representatives. For fixed i, if βi is another representative
of Hαi, there is some h ∈ H with βi = hαi. Hence we see that

τ(β−1i )S(f(βi)) = τ(α−1i h−1)S(f(hαi)) = τ(α−1i )τ(h−1)S(ρ(h)f(αi))

= τ(α−1i )τ(h−1)τ(h)S(f(αi)) = τ(α−1i )S(f(αi))

and it follows that S̃(f) is independent of the chosen representatives.

Now, let g ∈ G and f ∈ IndGHV . The set {αig−1} is again a set of representatives
for H\G, so that

S̃(IndGHρ(g)f) =

[G:H]∑
i=1

τ(α−1i )S(f(αig)) =

[G:H]∑
i=1

τ(gα−1i )S(f(αi)) = τ(g)S̃(f).

The assignment S 7→ S̃ is a linear map HomH(ρ, τ |H)→ HomG(IndGHρ, τ). To show
it is injective, suppose that S̃ is the zero map and let v ∈ V . Via the isomorphism

IndGHV
∼=
⊕[G:H]

i=1 V we can find an f ∈ IndGHV such that f(α1) = v and f(αi) = 0
for i 6= 1. We then have 0 = S̃(f) = τ(α−11 )S(v), so S(v) = 0. Since v was arbitrary,
it follows that S = 0.

§2.3 Tensor products

In this section we define the tensor product of representations. We briefly explain
the concept of the tensor product for regular vector spaces. We refer the reader to
[Lan02, Ch. XVI] for more details and proofs of assertions.

Let V1, V2 be (finite dimensional) vector spaces over E. We call a vector space W
together with a bilinear map ϕ : V1 × V2 → W a tensor product of V1 and V2 if
for every vector space W ′ and bilinear map ϕ′ : V1 × V2 → W ′, there is a unique
linear map S : W → W ′ such that ϕ′ = S ◦ ϕ. An important theorem is that a
tensor product always exists, and it is unique up to unique isomorphism. For this
reason we speak of the tensor product, and denote it V1⊗V2, with the corresponding
bilinear map denoted by (v1, v2) 7→ v1 ⊗ v2. By definition, to define a linear map
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S : V1 ⊗ V2 → W , it suffices to give a bilinear map ϕ : V1 × V2 → W , and then S is
uniquely defined by the condition S(v1 ⊗ v2) = ϕ(v1, v2).

From the definition one can show that the space V1⊗V2 is spanned by the elements
of the form v1 ⊗ v2, v1 ∈ V1, v2 ∈ V2, the so-called simple tensors (it is a common
misconception that every element is of this form; this is generally not true). More
specifically, if e1, . . . , en is a basis for V1 and ε1, . . . , εm is a basis for V2, then {ei⊗εj |
1 ≤ i ≤ n, 1 ≤ j ≤ m} is a basis for V1 ⊗ V2. In particular dim(V1 ⊗ V2) =
dimV1 · dimV2. An important consequence of this is that if V is vector space over
the field E, the map E ⊗ V → V given by α ⊗ v 7→ αv is an isomorphism. From
now on, we will always make this identification.

Now, suppose that S : V1 →W1 and S′ : V2 →W2 are linear maps. We can define a
new linear map S ·S′ : V1⊗V2 →W1⊗W2 by (S ·S′)(v1⊗v2) = Sv1⊗S′v2. The map
(S, S′) 7→ S ·S′ is bilinear, so it induces a linear map Hom(V1,W1)⊗Hom(V2,W2)→
Hom(V1⊗V2,W1⊗W2) sending S⊗S′ 7→ S ·S′. This map is in fact an isomorphism,
and from now on we will always identify these two spaces in this way. Accordingly
the map S · S′ will simply be denoted S ⊗ S′. It also gives rise to the following
definition.

Definition 2.3.1. If (ρ1, V1) and (ρ2, V2) are representations of a group G, we
define the tensor product representation (ρ1 ⊗ ρ2, V1 ⊗ V2) by

(ρ1 ⊗ ρ2)(g) = ρ1(g)⊗ ρ2(g).

Note that if ψ1 ∈ V ∗1 and ψ2 ∈ V ∗2 , then as above we can view ψ1 ⊗ ψ2 as a map
V1 ⊗ V2 → E ⊗ E = E, in other words, an element of (V1 ⊗ V2)∗. If V1 and V2 are
representations, then the above vector space isomorphism V ∗1 ⊗ V ∗2 → (V1 ⊗ V2)∗
is in fact also an isomorphism of representations. The bottom line is that the
contragredient of a tensor product is the tensor product of the contragredients.

Lastly, we mention that everything that was done above also works for tensor prod-
ucts of n spaces V1⊗ · · · ⊗ Vn, which are defined similarly to tensor products of two
spaces by replacing bilinear maps by multilinear ones.
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3 The main theorem for GL2(Fp)

From now on, we will write G = GL2(Fp), and all representations in this chapter
will be over the field Fp. Our goal is prove the main theorem of this thesis: the
classification of all irreducible representations of GL2(Fp) over Fp. The proof is
based on the outline given in [BR]. It is divided into roughly 3 steps, corresponding
to the 3 sections in this chapter. The first is of course to define the representations
which will make up our classification, and prove they are irreducible and pairwise
non-isomorphic. Secondly, we induce one-dimensional representations of B to get
the so called parabolic induction representations of G. We show that the irreducible
constituents of the parabolic inductions are indeed among the representations de-
fined in step 1. Lastly, we show that any irreducible representation of G contains a
B-stable subspace. Frobenius reciprocity then allows us to conclude that any irre-
ducible representation of G is a quotient of a parabolic induction, which by step 2
gives the classification.

§3.1 The symmetric tensor powers

We first define the representations which will be the subject of our main result.
They are known as the symmetric tensor power representations.

For k ∈ Z≥0, let Vk = Fpx
k ⊕ Fpx

k−1y ⊕ · · · ⊕ Fpy
k be the vector space degree k

homogeneous polynomials in two variables. We make it into a representation of G
by defining ρk by

ρk

(
a b
c d

)
P = P (ax+ cy, bx+ dy)

for
(
a b
c d

)
∈ G. If χ : G → F×p is a homomorphism, which we regard as a one-

dimensional representation of G acting on the vector space Fp, we get for any
representation (ρ, V ) a new representation χ⊗ρ acting on the vector space Fp⊗V =
V . Because by Proposition 1.0.4 all such χ are of the form detr, in addition to the
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Vk we get the ‘twisted’ representations (ρk,r, Vk,r) := (detr ⊗ ρk, Vk). So we have for
P ∈ Vk,r and g ∈ G that ρk,r(g)P = det(g)r · ρk(g)P .

Example 3.1.1. Let p = 5, k = 3 and r = 1. For P = x3 − xy2, we have that
ρ3,1 ( 2 2

3 1 )P = (2 · 1 − 3 · 2)1 · ((2x + 3y)3 − (2x + 3y)(2x + y)2) = x2y − y3, which
happens to also equal ρ3,1 ( 0 1

1 0 )P .

We sometimes also write Vk to refer to simply the vector space of degree k ho-
mogeneous polynomials in two variables, without any specific action of G. The
representations defined above are not all irreducible and distinct. The following two
propositions provide conditions for when they are.

Proposition 3.1.2. If 0 ≤ k ≤ p− 1, then Vk,r is irreducible.

Proof. Because the tensor product of any irreducible representation with a one-
dimensional representation is again irreducible, it suffices to show this for r = 0.
We calculate the space V U

k of U -invariants. If P is in this space, we have that
ρk
(
1 b
0 1

)
P = P (x, bx+ y) = P (x, y) for all b ∈ Fp. Write f(y) = P (x, y)− P (x, 0),

which we consider as a polynomial in y over the integral domain Fp[x]. Then since
P has degree k < p, the degree of f is also strictly less than p. Seeing as f(bx) = 0
for all b ∈ Fp, we find that f has at least p different roots, and hence f = 0. Thus
P (x, y) = P (x, 0), and it follows that P ∈ Fpx

k. As we also have Fpx
k ⊂ V U

k , we
find that V U

k = Fpx
k.

Now let W ⊂ Vk,r be a subrepresentation. We want to show that W = 0 or W = Vk.
Since WU ⊂ V U

k = Fpx
k, we have in particular that either WU = 0 or xk ∈ W .

Because U is a p-group, by Lemma 2.1.14, the first case implies W = 0. It therefore
suffices to show that xk ∈W implies W = Vk.

Define ei =
(
k
i

)
xk−iyi for 0 ≤ i ≤ k. Because k < p, the binomial coefficient is not

divisible by p and the ei form a basis for Vk. Consider the linear map on Vk,r given

by ej 7→
∑k

i=0 j
iei. On the given basis, the matrix corresponding to this map is

(ji)ki,j=0. This is a so-called Vandermonde matrix, for which there is a well known
expression for the determinant (see for instance [Lan02, Ch. XIII, p. 516]), namely∏

0≤i<j≤k(j − i) 6= 0. Hence the vectors
∑k

i=0 j
iei = (x + jy)k for 0 ≤ j ≤ k form

a basis. Lastly, note that if xk ∈ W , then (x + jy)k = ρk
(
1 0
j 1

)
xk ∈ W , so that in

this case W contains a basis for Vk, from which it follows that W = Vk.

Proposition 3.1.3. The representations Vk,r and Vk′,r′ are isomorphic if and only
if k = k′ and p− 1|r − r′.

Proof. The given conditions are clearly sufficient. Assume now that S : Vk,r → Vk′,r′
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is an isomorphism. Because dimVk,r = k + 1, we get that k = k′. As S is a G-
homomorphism, it must map V U

k,r = Fpx
k to V U

k,r′ = Fpx
k, so Sxk = λxk for some

λ ∈ F×p . Let a ∈ F×p be a generator. Then

Sρk,r

(
a 0
0 1

)
xk = S(ar(ax)k) = ar+kλxk,

and since S is a G-homomorphism, this must also equal

ρk,r′

(
a 0
0 1

)
Sxk = λρk,r′

(
a 0
0 1

)
xk = λar

′+kxk.

It follows that ar = ar
′

and hence p− 1|r − r′.

Lastly, we need the following result giving the contragredient of the symmetric tensor
power representations.

Lemma 3.1.4. For 0 ≤ k ≤ p − 1, the contragredient of Vk,r is isomorphic to
Vk,−k−r.

Proof. We will call an element of Vk simple if it can be written as a product of degree
1 polynomials. Since all monomials are simple, the simple elements span Vk. If v =∏k
i=1 vi is an simple element and g ∈ G, note that ρk,r(g)v = det(g)r

∏k
i=1 ρ1(g)vi.

To construct our isomorphism, we will use a special universal property of the
space Vk. Namely, given any vector space W and symmetric multilinear map
φ : V k

1 → W (meaning that for any permutation σ ∈ Sk we have φ(v1, . . . , vk) =
φ(vσ(1), . . . , vσ(k))), there is a unique linear map φ̃ : Vk →W such that for any sim-

ple element v =
∏k
i=1 vi, we have φ̃(v) = φ(v1, . . . , vk) (see [FH04, Appendix B,

Section 2]).1

We define a bilinear form on V1 by 〈αx + βy, γx + δy〉 = αγ + βδ. A straightfor-
ward verification shows that for v1, v2 ∈ V1 and g ∈ G, we have 〈v1, ρ1(g)v2〉 =
〈ρ1(gᵀ)v1, v2〉. Let v1, . . . , vk ∈ V1 , and define a map ψv1,...,vk : V k

1 → Fp by

ψv1,...,vk(u1, . . . , uk) =
∑
σ∈Sk

k∏
j=1

〈vσ(j), uj〉.

1Comparing this with the defining property of tensor products, it is now clear why the Vk,r are
called symmetric tensor power representations.
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This is a symmetric multilinear map, so by the above property it gives rise to a
unique linear map, also denoted by ψv1,...,vk , which satisfies

ψv1,...,vk

(
k∏
i=1

ui

)
=
∑
σ∈Sk

k∏
j=1

〈vσ(j), uj〉.

Now, note that the assignment V k
1 → V ∗k given by (v1, . . . , vk) 7→ ψv1,...,vk is again

multilinear and symmetric. Hence, we get a linear map Vk → V ∗k , this time denoted

by v 7→ ψv, such that if v =
∏k
i=1 vi is simple, ψv = ψv1,...,vk .

Write z =
(
0 −1
1 0

)
. We now define a G-homomorphism S : Vk,−k−r → V ∗k,r by declar-

ing that for v ∈ Vk,
S(v) = ψρk(z)v.

We show that this map is indeed G-equivariant. Let g ∈ G. Since the simple
elements span Vk, it suffices to check equivariance for v =

∏k
i=1 vi simple. We find

that

ρk,−k−r(g)v = det(g)−k−2rρk,r(g)v

= ρk,r(det(g)−1g)v

= ρk,r(z
−1g−ᵀz)v.

The last line follows from the observation that g−ᵀ = det(g)−1zgz−1. Our map S
sends the element ρk,r(z

−1g−ᵀz)v to ψρk,r(g−ᵀz)v. As mentioned at the start, we have

ρk,r(g
−ᵀz)v = det(g−1)r

∏k
i=1 ρ1(g

−ᵀz)vi, so this gets mapped to

det(g−1)r
∑
σ∈Sk

〈ρ1,0(g−ᵀz)vσ(1), 〉 · · · 〈ρ1,0(g−ᵀz)vσ(k), 〉 (3.1)

Letting the above functional act on a simple element u =
∏k
i=1 ui, this becomes

det(g−1)r
∑
σ∈Sk

k∏
j=1

〈ρ1(g−ᵀz)vσ(j), uj〉

= det(g−1)r
∑
σ∈Sk

k∏
j=1

〈ρ1(z)vσ(j), ρ1(g−1)uj〉.

We recognize that this is precisely the functional ψρk(z)v acting on the element

det(g−1)r
∏k
i=1 ρ1(g

−1)ui = ρk,r(g
−1)

∏k
i=1 ui. Hence the functional (3.1) is equal to

ψρk(z)v ◦ ρk,r(g
−1) = ρ∗k,r(g)S(v),
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which proves equivariance.

Lastly, we need to show the map is indeed bijective. We have that ψyk(yk) = k! and

since k < p, this is not divisible by p, so ψyk = S(xk) is not the 0 functional. This
shows that the map S is not identically 0, and because Vk,−k−r is irreducible, S is
injective and hence surjective by dimension considerations.

Remark 3.1.5. Given a vector space V , we can define a new space SymkV called
its k-th symmetric power. It is called that because it satisfies a universal property
similar to that of tensor products, but with symmetric multilinear maps. The second
paragraph of the above proof is the observation that Vk = SymkV1. The idea of
the proof comes from the more general fact that there is a natural isomorphism
Symk(V ∗) → (SymkV )∗ given by a certain sum over the symmetric group just as
above, see [Kna96, Corollary A.22].

§3.2 Parabolic induction

To show that the representations from the previous section exhaust all possible
irreducible representations of G, we need to discuss a different type of representation
of G. Recall that χr,s : B → F×p denotes the character given by χr,s

(
a b
0 d

)
= ards.

We think of it as a one-dimensional representation on the vector space Fp. In this
section we will study the induced representation of this character, which is called a
parabolic induction. It has dimension [G : B] = p+ 1 by Proposition 1.0.3.

Lemma 3.2.1. The contragredient of IndGBχr,s is isomorphic to IndGBχ−r,−s.

Proof. To ease the notation a little, we write χ̃ = IndGBχ. Choose a set of represen-
tatives {αi} for the right-cosets B\G. Define a map S : χ̃−r,−s → (χ̃r,s)

∗ by letting

S(f1) be the functional defined by f2 7→
∑p+1

i=1 f1(αi)f2(αi). Then S is linear. We
now first show that S is independent of the chosen set of representatives. Assume
βi is another representative of Bαi, so that there exist hi ∈ B such that βi = hiαi.
Then by definition of the induced representation, we have

p+1∑
i=1

f1(βi)f2(βi) =

p+1∑
i=1

f1(hiαi)f2(hiαi)

=

p+1∑
i=1

χ−r,−s(hi)f1(αi)χr,s(hi)f2(αi) =

p+1∑
i=1

f1(αi)f2(αi).
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Now, to show S is equivariant, let g ∈ G. Then

(χ̃∗r,s(g)S(f1))(f2) = S(f1)(χ̃r,s(g
−1)f2) =

p+1∑
i=1

f1(αi)f2(αig
−1).

Then as {αig} is again a set of right-coset representatives, this is the same as

p+1∑
i=1

f1(αig)f2(αi) = S(f( g))f2 = S(χ̃−r,−s(g)f1)f2.

Lastly, since both representations have the same dimension, it suffices to show S is
injective. We have a basis {fj | 1 ≤ j ≤ p+ 1} for IndGBχr,s given by

fj(hαi) =

{
χr,s(h) i = j,

0 i 6= j,

for all h ∈ B. Now suppose that for some f we have that S(f) is identically 0,
meaning that in particular, S(f)(fj) = f(αj) is 0 for all j. But since a function
in the induced representation is determined by its values on a set of right-coset
representatives, we must have that f is identically 0.

We now utilize this result, together with Lemma 3.1.4 giving the contragredient of
the symmetric powers to find the irreducible constituents of the parabolic induction.
This in turn will be one of the main ingredients in the proof of the classification
next section.

Proposition 3.2.2. If 0 ≤ k ≤ p− 1, we have

Irr(IndGBχr,r+k) = {Vk,r, Vp−1−k,r+k}.

Proof. Define a map φ : Vk,r → IndGBχr,r+k as follows: we let φ(P ) be the function
that maps g ∈ G to (ρk,r(g)P )(0, 1). We check that the function φ(P ) actually lies
in the space of the induced representation. For g ∈ G and h =

(
a b
0 d

)
∈ B, we have

that
φ(P )(hg) = (ρk,r(h)ρk,r(g)P )(0, 1) = det(h)r(ρk,r(g)P )(0, d)

= ardr+k(ρk,r(g)P )(0, 1) = χr,r+k(h)φ(P )(g).

Now for g ∈ G, we have that φ(ρk,r(g)P ) is the function h 7→ (ρk,r(hg)P )(0, 1),
which is of course precisely φ(P )( g), so φ is a G-homomorphism.

Since the representation Vk,r is irreducible for 0 ≤ k ≤ p− 1 and φ is nontrivial, it
is injective. For this reason, in the rest of the proof we regard Vk,r as a subrepre-
sentation of IndGBχr,r+k, with φ being the inclusion.
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In the same way as above we get a nontrivial G-homomorphism

Vp−1−k,−r → IndGBχ−r,p−1−k−r = IndGBχ−r,−r−k.

Taking the transpose of this map gives a nontrivial homomorphism

(IndGBχ−r,−r−k)
∗ → V ∗p−1−k,−r,

and by Lemmas 3.1.4 and 3.2.1, this amounts to a nontrivial homomorphism

IndGBχr,r+k → Vp−1−k,−p+1+k+r = Vp−1−k,r+k.

Because the codomain is irreducible, this map is surjective. Call its kernel W . We
now look at the composition

Vk,r ↪→ IndGBχr,r+k � Vp−1−k,r+k.

This map must either be 0 or an isomorphism, and the latter is seen to be impossible
by Proposition 3.1.3. Hence Vk,r is contained in W , and by comparing dimensions
they must be equal. Thus we see that we get an isomorphism IndGBχr,r+k/Vk,r

∼=
Vp−1−k,r+k, proving the proposition.

§3.3 The final steps

We need one last lemma before we can move on to our main result.

Lemma 3.3.1. Any nonzero representation of G contains a B-stable subspace of
dimension one.

Proof. Let (ρ, V ) be a nonzero representation of G. We will consider V U , which is
nonzero by Lemma 2.1.14. Recall that T is the subgroup of diagonal matrices in G.
Note that (

1 b
0 1

)(
a 0
0 d

)
=

(
a 0
0 d

)(
1 a−1db
0 1

)
,

in other words, T is contained in the normalizer of U . Hence if t ∈ T , u ∈ U , then
we can write ut = tu′ for some u′ ∈ U . Thus for v ∈ V U , we have

ρ(u)ρ(t)v = ρ(t)ρ(u′)v = ρ(t)v,

which shows that again ρ(t)v ∈ V U . It follows that V U is stable under T . Let W be
any irreducible T -subrepresentation of V U . It is one-dimensional by Lemma 2.1.15.
Seeing as we have (

a b
0 d

)
=

(
a 0
0 d

)(
1 a−1b
0 1

)
,
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we can write any h ∈ B as h = tu for t ∈ T, u ∈ U . Then for v ∈ W we have that
ρ(h)v = ρ(t)v ∈W , so W is indeed B-stable.

At last, we finally arrive at the main theorem of this thesis. Basically all the
work has already been done, and all that is left is to put everything together.

Theorem 3.3.2. The representations (ρk,r, Vk,r) with 0 ≤ k ≤ p−1, 0 ≤ r ≤ p−2
are irreducible, pairwise non-isomorphic, and any irreducible representation of G
is isomorphic to one of these.

Proof. The first parts where already shown in Proposition 3.1.2 and 3.1.3. For the
last part, let (ρ, V ) be any irreducible representation of G. By Lemma 3.3.1, it
has a one-dimensional B-stable subspace, which is of the form χr,s by Proposition
1.0.2. By changing s by multiples of p − 1 we may assume k := s − r lies be-
tween 0 and p − 1. This means we have an injective map S ∈ HomB(χr,r+k, ρ|B),
namely the inclusion. By Frobenius reciprocity (Theorem 2.2.5), we get a nonzero
G-homomorphism S̃ : IndGBχr,r+k → V , which is then surjective by irreducibility of
V . Hence V is isomorphic to an irreducible quotient of IndGBχr,r+k, which by Corol-
lary 2.1.11 and Proposition 3.2.2 must be one of the representations occurring in
the theorem.
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4 Generalization to GL2(Fq)

As in Chapter 1, q = pn is a power of p. We will write G = GL2(Fq), and all
representations will be over the field Fq. In this chapter we will adapt the statements
of the previous chapter to this group. Most of the results and proofs easily generalize
to the new situation, with the exception of Proposition 3.2.2 giving the irreducible
constituents of the parabolic inductions.

§4.1 Frobenius twists of representations

We let Fr: Fq → Fq denote the Frobenius automorphism a 7→ ap. It induces an
automorphism of G by applying it to the each entry of a matrix. This automorphism
of G is still denoted Fr. Given any representation (ρ, V ) of G, we get for an integer
j with 0 ≤ j ≤ n − 1 a new representation (ρ[j], V [j]) given by ρ[j](g) = ρ(Frj(g)).
We still let Vk denote the space of homogeneous polynomials in two variables of
degree k, this time over the field Fq, with the action of G defined as before. These
are generally no longer irreducible, and instead it is their subrepresentations we are
interested in.

First we make a small remark: given any integer k with 0 ≤ k ≤ q − 1, there exist
unique integers kj , 0 ≤ j ≤ n − 1 with 0 ≤ kj ≤ p − 1 such that k =

∑n−1
j=0 kjp

j .
This sum is called the base p expansion of k, and the kj are its base p digits.

Lemma 4.1.1. Let 0 ≤ k ≤ q−1 and write k =
∑n−1

j=0 kjp
j for the base p expansion

of k. Then Vk contains a subrepresentation isomorphic to
⊗n−1

j=0 V
[j]
kj

.

Proof. Define a map
⊗n−1

j=0 V
[j]
kj
→ Vk by P0⊗· · ·⊗Pn−1 7→

∏n−1
j=0 Pj(x

pj , yp
j
). Note

that the latter polynomial is indeed homogeneous of degree
∑n−1

j=0 kjp
j = k. To see

this is a G-homomorphism, it suffices to check this on simple tensors. In this case,
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we have for g =
(
a b
c d

)
∈ G that

ρ
[0]
k0

(g)P0 ⊗ · · · ⊗ ρ[n−1]kn−1
(g)Pn−1 7→

n−1∏
j=0

(ρ
[j]
kj

(g)Pj)(x
pj , yp

j
)

=

n−1∏
j=0

(ρkj (Frj(g))Pj)(x
pj , yp

j
) =

n−1∏
j=0

Pj(a
pjxp

j
+ cp

j
yp

j
, bp

j
xp

j
+ dp

j
yp

j
)

=
n−1∏
j=0

Pj((ax+ cy)p
j
, (bx+ dy)p

j
) = ρk(g)

n−1∏
j=0

Pj(x
pj , yp

j
).

Lastly, this map is injective, because by uniqueness of the base p expansion the basis
elements {

⊗n−1
j=0 x

kj−ijyij | 0 ≤ ij ≤ kj} all map to distinct polynomials. The image
of the map is now our desired subrepresentation.

Proposition 4.1.2. If 0 ≤ kj ≤ p − 1 for all j between 0 and n − 1, then the

representation detr ⊗
⊗n−1

j=0 V
[j]
kj

is irreducible.

Proof. Just as before it suffices to show this for r = 0. We again let k =
∑n−1

j=0 kjp
j .

Using the same technique as in the beginning of the proof of Proposition 3.1.2, we
see that V U

k = Fqx
k. Denote by V the subrepresentation described in Lemma 4.1.1.

Suppose W ⊂ V ⊂ Vk is a subrepresentation. Then we have WU ⊂ V U
k = Fqx

k, and
in particular either WU = 0 or xk ∈ W . By Lemma 2.1.14, the first case implies
W = 0. It now suffices to show that if xk ∈W , then W = V .

Let λ0, . . . , λq−1 be an enumeration of Fq. For 0 ≤ i ≤ q − 1, write vi =
(
k
i

)
xk−iyi.

We also define em =
∑q−1

i=0 λ
i
mvi, so written compactly we have that e0

...
eq−1

 = A

 v0
...

vq−1


where A = (λim)q−1m,i=0. As before, this is a Vandermonde matrix, with determinant∏

0≤m<m′≤q−1(λm′−λm) 6= 0, and hence A is invertible. This means we can write all

the vi as linear combinations of the em. Because em = (x + λmy)k = ρk
(

1 0
λm 1

)
xk,

we have that if xk ∈ W , then also em ∈ W for m = 0, . . . , q − 1 and hence vi ∈ W
for i = 0, . . . , q − 1. Thus to show that xk ∈ W implies W = V , it suffices to show
that the vi span V .

For an integer i, denote its base p digits by ij . Let I = {i | ij ≤ kj for all j}. This

means that if i ∈ I, then xk−iyi ∈ V , because it can be written as
∏n−1
j=0 x

(kj−ij)pjyijp
j
.
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Note also that #I =
∏n−1
j=0 (kj + 1) = dimV . It is a consequence of Lucas’s the-

orem, which says that
(
k
i

)
≡
∏
j

(kj
ij

)
mod p (see [Fin47, Theorem 1]) that also

I = {i |
(
k
i

)
6≡ 0 mod p}, and hence vi = 0 if and only if i 6∈ I, so Span{vi | 0 ≤

i ≤ q − 1} = Span{xk−iyi | i ∈ I}. Because this is the span of #I = dimV linearly
independent elements of V , they must indeed span V .

Proposition 4.1.3. For 0 ≤ kj , k
′
j ≤ p − 1 for all j, the representations detr ⊗⊗n−1

j=0 V
[j]
kj

and detr
′ ⊗

⊗n−1
j=0 V

[j]
k′j

are isomorphic if and only if kj = k′j for all j

and q − 1|r − r′.

Proof. The given conditions are clearly sufficient. Write k =
∑n−1

j=0 kjp
j and define

k′ similarly. Using Lemma 4.1.1 we can view detr ⊗
⊗n−1

j=0 V
[j]
kj

as a subrepresenta-

tion of Vk,r. Denote this subrepresentation by V , and denote by V ′ the analogous
subrepresentation of Vk′,r′ . Assume that S : V → V ′ is an isomorphism. Then S
must map V U = Fqx

k to V ′U = Fqx
k′ , and hence Sxk = λxk

′
for some λ ∈ F×q . Let

a ∈ F×q be a generator. Then

Sρk,r

(
a 0
0 a−1

)
xk = S((ax)k) = akλxk

′
,

and since S is a G-homomorphism, this must also equal

ρk′,r′

(
a 0
0 a−1

)
Sxk = λρk′,r′

(
a 0
0 a−1

)
xk
′

= λak
′
xk
′
.

From this it follows that ak = ak
′

and hence q − 1|k − k′. Because 0 ≤ k, k′ ≤ q − 1
we get that k = k′, or one of k and k′ is 0 and the other is q − 1. However, in the
latter case V and V ′ do not have the same dimension, so k = k′. Then since base
p expansions are unique, we must have kj = k′j for all j. Similarly, by considering
instead the action of ( a 0

0 1 ), we get that q − 1|r − r′.

Even though we do not use it later, for completeness we mention the following result
giving the contragredients of the above representations.

Proposition 4.1.4. For 0 ≤ kj ≤ p − 1, the contragredient of detr ⊗
⊗n−1

j=0 V
[j]
kj

is isomorphic to det−r−
∑
kjp

j ⊗
⊗n−1

j=0 V
[j]
kj

.

Proof. Because the contragredient of a tensor product is the tensor product of the

contragredients, it suffices to show that (detr)∗ ∼= det−r and (V
[j]
kj

)∗ ∼= det−kjp
j ⊗
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V
[j]
kj

. Thinking again of detr acting on the space Fq, the first isomorphism is given

by ψ 7→ ψ(1). The map in the proof of 3.1.4 gives a bijective G-homomorphism
S : det−kj ⊗ Vkj → V ∗kj . Then for g ∈ G, we have

S◦det−kjp
j
(g)ρ

[j]
kj

(g) = S◦det−kj (Frj(g))ρkj (Frj(g)) = ρ∗kj (Frj(g))◦S = (ρ
[j]
kj

)∗(g)◦S

and we are done.

§4.2 Parabolic induction revisited

Again letting χr,s : B → F×q denote the character given by χr,s
(
a b
0 d

)
= ards, we

can consider the induced representation of dimension [G : B] = q + 1. To proceed
with the proof, we need a generalization of Proposition 3.2.2 giving the irreducible
constituents of the parabolic induction. Sadly, in the more general case this rep-
resentation no longer has length 2, and the previous technique of using the con-
tragredients no longer works. A description of the irreducible constituents is still
possible, but the proof is out of the scope of this thesis. The original result is due
to Fred Diamond [Dia07, Proposition 1.1], and the following formulation is taken
from [Roz14, Section 2.7].

Consider the following directed graph:

k 7→ k k 7→ p− 1− k

k 7→ k − 1 k 7→ p− 2− k

(4.1)

A closed path of length n in this graph is a sequence c = (c0, . . . , cn) of nodes such
that there is an edge going from cj to cj+1 for j = 0, . . . , n − 1 and c0 = cn. We
denote by C the set of closed paths in this graph of length n. If v is a node in the
graph, we identify it with the function displayed at that node. For a path c ∈ C we
also define the function `c by
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`c(k0, . . . , kn−1) =


1
2

n−1∑
j=0

(kj − cj(kj))pj
if cn−1 is one of the two

leftmost nodes in (4.1)

1
2(q − 1 +

n−1∑
j=0

(kj − cj(kj))pj) otherwise.

Lastly, if 0 ≤ k ≤ q − 1 is an integer and k =
∑n−1

j=0 kjp
j its base p expansion, we

set `c(k) = `c(k0, . . . , kn−1).

Proposition 4.2.1. For 0 ≤ kj ≤ p − 1 and k =
∑n−1

j=0 kjp
j , let C′ be the set of

all c ∈ C such that 0 ≤ ci(kj) ≤ p− 1 for all j. Then we have

Irr(IndGBχr,r+k) =

detr+`c(k) ⊗
n−1⊗
j=0

V
[j]
cj(kj)

∣∣∣∣∣∣ c ∈ C′
 .

As a sanity check, we will make sure that in the case n = 1, this gives the same
result as Proposition 3.2.2. In this case, C has two elements, namely the path c
that goes from the node k 7→ k to itself, and similarly the path c′ going from
k 7→ p− 1− k to itself. Both of these satisfy the hypotheses for being in C′. For the
first of these paths, we have `c(k) = 1

2(k − c(k))p0 = 0, and for the second we have
`c′(k) = 1

2(p− 1 + (k − c′(k))p0) = 1
2(p− 1 + k − (p− 1− k) = k. Hence we get the

two representations detr ⊗ Vk = Vk,r and detr+k ⊗ Vp−1−k = Vp−1−k,r+k, which is
indeed the same as before.

Note that the proof of Lemma 3.3.1 still works in the present context. Thus in
exactly the same way as before, we can combine all the above results to finally get
to the desired classification.

Theorem 4.2.2. The representations detr ⊗
⊗n−1

j=0 V
[j]
kj

with 0 ≤ kj ≤ p − 1,
0 ≤ r ≤ q− 2 are irreducible, pairwise non-isomorphic, and any irreducible repre-
sentation of G is isomorphic to one of these.
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5 Representations of GLn(Zp)

In this chapter we introduce the field of p-adic numbers, the ring of p-adic integers,
and certain groups of matrices over these. As mentioned in the introduction, rep-
resentations of these groups are of great interest in number theory. At the end of
this chapter we show how these representations are connected to representations of
GLn(Fp), hopefully making more clear the importance of everything we have done
so far. To save space and time, most properties of the p-adic numbers are presented
without proof. Instead, we reference the reader to [Neu99, Ch. II, Sections 1,2].
The latter part concerning p-adic matrix groups and their representations is based
on the notes by Florian Herzig [Her15].

§5.1 p-adic numbers, integers and related groups

As always we fix a prime p. We can write any nonzero rational number α uniquely
in the form pr ab with r, a, b ∈ Z, b > 0 and p - a, b. We define the p-adic valuation
by vp(α) = r. Additionally we set vp(0) = ∞. It is obvious that vp satisfies
vp(αβ) = vp(α) + vp(β) and vp(α + β) ≥ min{vp(α), vp(β)}. Next, we define the
p-adic absolute value of a nonzero rational as |α|p = p−vp(α), and |0|p = 0. From
the properties of vp it follows that |α|p = 0 ⇐⇒ α = 0, |αβ|p = |α|p|β|p and
|α+β|p ≤ max{|α|p, |β|p}. The last property is known as the ultrametric inequality,
and together with the first it implies that dp(α, β) = |α − β|p is a metric. As with
the usual construction of R as equivalence classes of Cauchy sequences, we can
complete Q with respect to this metric to get the field of p-adic numbers Qp. The
p-adic absolute value has a unique extension to all of Qp, which is still denoted
| · |p. The ultrametric inequality still holds, and it implies that the closed unit ball
{α ∈ Qp | |α|p ≤ 1} around 0 is a subring. It is denoted Zp, and is called the
ring of p-adic integers, because it is in fact the closure of Z in Qp. Its units are
precisely those α with |α|p = 1, and the set of elements α with |α|p < 1 is the
unique maximal ideal, generated by p. The quotients of powers of this ideal satisfy
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Zp/p
rZp ∼= Z/prZ. In particular, Zp/pZp ∼= Fp. This algebraic fact manifests itself

as an important topological property of the p-adic integers.

Lemma 5.1.1. Zp is compact.

Proof. Because on Zp the p-adic metric only takes on the values p−r for r ∈ Z≥0,
we have that for α ∈ Zp, any open ball around α is of the form B(α, p−r+1) for
some r ∈ Z≥0, which is the same as the closed ball around α of radius p−r. But
this in turn is simply α + prZp. Thus we see that any open ball is a coset of some
ideal prZp. Because the ideal prZp has finite index pr, it follows that Zp can always
be covered by finitely many open balls of any given radius. It is therefore totally
bounded, and because it is complete (as it is a closed subset of the complete space
Qp), it is compact.

The newly defined Qp and Zp are examples of topological groups. These are groups
G equipped with a topology such that the maps (g, h) 7→ gh and g 7→ g−1, from G×
G → G and G → G, respectively, are continuous. Familiar examples of topological
groups include Rn and Cn under addition. While there is a lot of interesting things
to be said about topological groups, we will only mention that which is necessary for
the remainder of this chapter. One of the most important properties of topological
groups is that they ‘look the same’ around every point. More precisely, they are
homogeneous: for every g, h ∈ G there is a homeomorphism sending g to h, namely
left multiplication by hg−1.

For a general topological space X and x ∈ X, a collection B of neighborhoods of
x is called a fundamental system of neighborhoods of x if every neighborhood of x
contains an element of B. For instance in a metric space, for any sequence of positive
real numbers an converging to 0, the collection of open balls B = {B(x, an)} is a
fundamental system of neighborhoods of x. In a topological group, by homogeneity
we have that if B is a fundamental system of neighborhoods of the identity, then
the sets gN for N ∈ B form a fundamental system of neighborhoods of g. Thus to
describe the topology of a topological group, it suffices to give a fundamental system
of neighborhoods of the identity.

Definition 5.1.2. A topological group is called a pro-p-group if it is compact,
Hausdorff and has a fundamental system of neighborhoods of the identity con-
sisting of open normal subgroups of p-power index.

Example 5.1.3. The additive group of p-adic integers Zp is a pro-p-group. We already
proved in Lemma 5.1.1 that it is compact. As a metric space, it is Hausdorff and
a fundamental system of neighborhoods of 0 is given by the open balls around 0.
But we have already seen that these open balls are all of the form prZp, which are
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indeed normal subgroups of p-power index.

If we identify the set of n × n matrices Mn(Qp) with Qn2

p in the obvious way, we
get a natural topology on Mn(Qp), and hence on GLn(Qp). With respect to this
topology, Mn(Qp) becomes a topological group under addition, and GLn(Qp) under
multiplication. If we define |A|p = max1≤i,j≤n |aij |p for A = (aij) ∈ Mn(Qp), then
the topology on Mn(Qp) is metrizable by the metric dp(A,B) = |A − B|p. For a
positive integer r, define K(r) = I+prMn(Zp), where I is the n×n identity matrix.

Then K(r) is compact, as it is the image of the compact space Mn(Zp) ∼= Zn
2

p under
the continuous map A 7→ I + prA. We have K(r + 1) ⊂ K(r) ⊂ GLn(Zp) for all r.
In fact, these are all normal subgroups of GLn(Zp), because K(r) is precisely the
kernel of the natural map GLn(Zp)→ GLn(Zp/p

rZp).

Lemma 5.1.4. The subgroups K(r) of K(1) are all open, have p-power index and
form a fundamental system of neighborhoods of the identity, so that K(1) is a
pro-p-group.

Proof. Because the p-adic valuation only takes on the values pr for integer r, we
find that K(r) is equal to the set of all A ∈ GLn(Zp) with |A− I|p < p−r+1. Hence
K(r) is the open ball of radius p−r+1 around I, which shows that these subgroups
are open and form a fundamental system of neighborhoods of I. To show they
have p-power index in K(1), by the multiplicativity of the index it suffices to show
that [K(r) : K(r + 1)] is a power of p for all r. To do this, consider the map
K(r)→Mn(Fp) given by I + prA 7→ A mod p. The equality (I + prA)(I + prB) =
I + pr(A+B + prAB) shows that this is a group homomorphism, and its kernel is
exactly K(r + 1). Hence the index is a divisor of #Mn(Fp) = pn

2
.

§5.2 Representations of p-adic groups

Because the groups we deal with in this chapter have more structure than just a
group structure (namely, a topology), we generally only care about representations
of such groups that in some sense ‘preserve the topology’.

Definition 5.2.1. A representation (π, V ) of a topological group is called smooth
if the stabilizer subgroup of any vector is open.

Usually the notion of smooth representations is only used for so-called locally profi-
nite groups instead of general topological groups. Examples of locally profinite
groups are GLn(Qp) and its closed subgroups, which includes all groups that we are
interested in in this chapter.
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We have the following lemma regarding mod p representations of pro-p-groups, which
is a generalization of an earlier lemma about finite p-groups.

Lemma 5.2.2. LetH be a pro-p group and (π, V ) a smooth, nonzero representation
of H over Fp. Then V H 6= 0.

Proof. Choose a nonzero v ∈ V . Then the stabilizer subgroup of v is an open
neighborhood of the identity, and hence contains an open normal subgroup N of
p-power index. Then v ∈ V N , so V N 6= 0. Now let w ∈ V N , h ∈ H and g ∈ N .
By normality of N there exists g′ ∈ N such that gh = hg′. Then π(g)π(h)w =
π(h)π(g′)w = π(h)w, so π(h)w ∈ V N , so V N is H-stable. Because N acts trivially
on V N , we get a representation (π′, V N ) of H/N by π′(h mod N) = π(h). Now
H/N is a finite p-group, so by Lemma 2.1.14, there is a nonzero vector w ∈ V N

such that π(h)w = π′(h mod N)w = w for all h ∈ H, and hence w ∈ V H .

We now finally come to the proposition which shows how the representations we
have been dealing with in the previous chapters connect to those of this chap-
ter.

Proposition 5.2.3. Let (ρ, V ) be an irreducible representation of GLn(Fp) over
Fp. Compose the quotient map GLn(Zp) → GLn(Fp) with ρ to get a repre-
sentation (π, V ) of GLn(Zp). Then π is smooth, and any smooth irreducible
representation of GLn(Zp) over Fp is obtained in this way.

Proof. Let v ∈ V . Denote by N ⊂ GLn(Fp) the stabilizer in GLn(Fp) of v. Then
the stabilizer of v in GLn(Zp) is the inverse image of N under the quotient map,
which is a union of cosets of ker(GLn(Zp)→ GLn(Fp)) = K(1). Since K(1) is open
(recall that it is the open ball around I of radius 1), so are its cosets and hence so
is any union of cosets. Thus π is smooth.

Now suppose π is any smooth irreducible representation of GLn(Zp). To show that
π factors through the quotient map GLn(Zp) → GLn(Fp), it suffices to show that
the kernel K(1) of this map is contained in the kernel of π, i.e. that K(1) acts
trivially on V . As K(1) is a pro-p-group, we must have V K(1) 6= 0 by the previous
lemma. Let v ∈ V K(1), g ∈ GLn(Zp) and k ∈ K(1). Then by normality of K(1),
there is a k′ ∈ K(1) such that kg = gk′. Then π(k)π(g)v = π(g)π(k′)v = π(g)v, so
π(g)v ∈ V K(1), which shows that V K(1) is GLn(Zp)-stable. By irreducibility of V ,
we must have V K(1) = V , so K(1) acts trivially on V .

In particular, when n = 2, we find that the irreducible smooth representations of
GL2(Zp) over Fp are given by Theorem 3.3.2.
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